
International Journal of Research in Advent Technology, Vol.6, No.10, October 2018 

E-ISSN: 2321-9637 

Available online at www.ijrat.org 
 

2832 

 

A Statistical Feature Extraction Approach to Detect 

Executed Movement from EEG signals 

Shah Chintan Pankajbhai
1
, Dr. V. A. Shah

2
, 

 

Assistant Professor, Biomedical Engineering Department, GEC, Gandhinagar, Gujarat, India
1
 

Professor and Head, Instrumentation and Control Engg. Department, DD University, Nadiad, Gujarat, India
2
 

Email: chintanshah.710@gmail.com
1
, vashahin2010@gmail.com2 

 

Abstract- Executed movement detection from Electroencephalogram (EEG) signal is comparative very difficult 
task than analyzing any other physiological signal. Normally movements in motor region is differentiated on 
basis of frequency present in the measured EEG signals. Using filtering of EEG signal in beta band we can 
determine movement. But applications like Brain Computer Interface requires exact information about hand or 
leg movement performed by subject. The frequency analysis only predict whether movement is present or not but 
cannot predict which limb is acting. In this paper we have addressed above phenomenon using statistical feature 
extraction method which differentiates between limb movements. We have utilized 1

st
 and 2

nd
 order derivatives 

in conjunction with Principal Component Analysis (PCA) to extract features. This features are than classified by 
Linear Discriminant Analysis (LDA) and Artificial Neural Network (ANN). We have also compared frequency 
domain features against Statistical features yielded by our method. 

 

Index Terms- Electroencephalogram, Brain Computer Analysis, Executed Movement, Principal Component 
Analysis, Linear Discriminant Analysis, Statistical features, Frequency domain features  

1. INTRODUCTION 

EEG signal analysis is complicated task due to so 

many reasons like Number of channels are high, 

Nonlinearity embedded in signals, superimposition of 

electrical activity of surrounded area on scalp surface, 

electrode position can vary subject to subject basis. 

Due to these multiple problems movement detection in 

any noisy environment becomes difficult. But luckily 

we can map brain activity because different brain parts 

are responsible for different activity. In general motor 

activity is taking place at sensory-motor region of 

brain located at central region. On scalp surface 

central region is activated during motor activity of 

limbs. But due to superimposition of electrical activity 

of surrounding brain parts and nonlinearity present in 

signal detection task becomes difficult. Several 

methods used to detect movement from EEG data 

using Frequency domain features as well Statistical 

domain features. 

Turky Alotaiby et. al. have compared different 

channel reduction algorithm to find optimal channel 

for movement detection[1]. They have used all 

different methods like time-domain analysis, power 

spectral estimation and wavelet to remove 

insignificant channel. They have also done 

performance evaluation of selected channels using 

filtering, wrapper, hybrid and human-based technique 

[2]. Dragoljub Gajic et. al. have used wavelets and 

statistical pattern recognition to detect epileptic 

seizures [3]. In their approach they have used wavelet 

method to determine coefficient of high frequencies 

and lower frequencies. This coefficients are then fed 

to statistical method like PCA to reduce dimensions. 

This wavelet-statistical features than classified by 

using Quadratic Discriminative function. Arnaud 

Delorme et. al. have used  higher order statistics and 

different algorithms of  Independent Component 

Analysis (ICA) to remove artifacts from EEG data[4].  

Syed Khairul Bashar et. al. have utilized bi-orthogonal 

wavelet family to detect left and right hand movement 

[5]. The wavelet coefficient generated by above 

method is than fed to Fourier transform for estimation 

of power spectrum density. Further they have 

determined kurtosis of estimated power spectrum 

density. They have used K-nearest neighbor (KNN) 

method to classify signals [6]. In another work Syed 

Khairul Bashar have used statistical features on dual 

tree complex wavelet transform [5]. V. V. 

Ramalingam et. al. Auto Regressive Moving Average 

(ARMA) based statistical features to classify hand 

movements [7]. They have used C4.5 Decision tree 

classifier in conjunction with ARMA. They have used 

electrodes located in central region of scalp surface 

only. Tonmoy Ghosh et. al. have used bi-spectrum 

analysis to classify eeg signal [8][9]. They have also 

used higher statistical features like skewness, kurtosis 

and variance with bi-spectral analysis. They have 

compared different classifier like LDA, SVM, Naïve 

Bayesian and KNN. Oana Diana Eva et. al. have 
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performed comparison of different statistical classifier 

using power spectrum features[10] [11]. They have 

estimated power spectrum density of channels located 

in central region of brain using hanning window 

method.  Juan-AntonioMartinez et. al. have used 

statistical and Neuro-fuzzy technique for feature 

selection[12]. They have used electrodes in central 

region of scalp. Based on frequency different 

statistical features were selected and their score were 

evaluated to determine optimal feature set for 

classification. With this method S-dFasArt test also 

performed and common feature set with statistical 

method were selected. 

As discussed here frequency filtering only provides 

information about motor activity presence any brain 

part but to classify it, we require statistical method to 

differentiate between different motor activities. We 

have used filtering of data in beta and theta region 

(12Hz-16Hz and 16Hz-30Hz). Because they are 

present only during activity of brain parts. In ideal 

brain parts alpha rhythm normally present. In our 

work we have used 1
st
 order and 2

nd
 order derivative 

of all EEG channels as a basic statistical features. 

These features are further passed through envelope 

detector to normalize its variation. These envelopes 

are passed to PCA for further reduction of Feature set. 

Finally these features are passed to classification 

methods ANN and LDA. The details of database used 

are discussed in next chapter.  

2. DATABASE ITS AND PREPROCESSING 

The database used here is publically available on 

physionet website. We have used EEG Motor 

Movement/ Imaginary Database (EEGMMIDB). This 

database is developed and contributed by Gerwin 

Schalk and his team. The database contains recording 

of total 109 normal subjects with actual and imagined 

movement. The signals were recorded by 10/10 

system with 64 total EEG channels. All the subjects 

have performed total six movements as follows: 

 Eyes open 

 Eyes close 

 Left hand/ right hand actual movement 

 Left hand/ right hand imagined movement 

 Both fists/ both feet actual movement 

 Both fists/both feet imagined movement 

Above all movements are recorded in two sets with 

numerical encoding in dataset. The signals are 

recorded in accordance to queuing process where 

subject alternatively asked to rest and perform any 

above activity. The queuing process displayed on 

screen with instructions and subject performs task 

until instruction disappears on screen. The database is 

encoded by event marked with T0, T1 and T2. T0 

means resting state with no movement, T1 means 

either left hand movement actual/ imagined or both 

fists movement actual/ imagined and T2 means either 

right hand movement actual/ imagined of both feet 

movement actual/ imagined. For our analysis we have 

considered all the 64 channels available in dataset. 

 

 
Fig. 1 Electrode location used in database 

 

In our analysis the data is pre-filtered with 12 - 30 Hz 

band in order to locate beta activity of brain parts. The 

sampling rate is 160Hz and activity performed for 3 

seconds brief time window. This data are extracted 

based on event marker and epochs are generated based 

on activity performed. We have focused on left or 

right hand actual movement only.  

 

3. Proposed Methodology  

The data is divided in epochs with left or right hand 

actual movement with each subjects five trial of 

anyone movement. In our work we have used 1
st
 order 

and second order derivative of all channels. Because 

frequency domain filtering will only provide details of 

movement present or absent in data. We need to 

differentiate movement and for that reason we 

differentiate the data. Here 1
st
 order derivative will 

provide zero crossing and 2
nd

 order derivative provides 

sign changes in data. The differentiated signal 

produces sharp changes and this can lead to false 

prediction of data in later stages. So we have used 

envelope detection stage for smoothing of signal. 

Finally feature are passed to classification algorithm. 
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Following figure shows proposed method. We have 

also provided comparison between 1
st
 order and 2

nd
 

order differentiation accuracy separately.  

 

  
Fig. 2 Proposed Methodology 

 

3.1. Derivation of EEG epochs data 

2

2
( ) and ( )f x f x

t t

 

 
                   (1) 

Differentiation of each channel will provide us zero 

crossing which will be helpful in identifying Event 

Related Synchronization (ERD). Second order 

derivative will provides sign changes in signals, which 

gives us direction. This could lead us to differentiate 

between left hand and right hand movement. We have 

used MATLAB to produce differentiation across all 

channels of seven subjects used for this experiment. 

The fig. 3 shows original signal with its 1
st
 and 2

nd
 

derivative. Total samples per channel are 657 because 

epoch recorded for 4.1 second for each trial. 

 
Fig. 3 Original data VS 1

st
 derivative 

As seen from figure it is clear that 1
st
 derivative of 

signal gives maximum deflation during sharp changes 

in signal. Due to sharp changes present information 

may be over fitted so we require smoothening of this 

signal. In same manner following fig. 4 contains 

results of original signal with 2
nd

 order derivative. In 

this graph also sharp changes are present. We have 

performed envelope detector as smoothing operator 

for this signal. 

 

 
Fig.4 Original VS 2

nd
 derivative 

3.2. Envelope detector 

Envelope detection requires to create an analytic 

signal out of original signal using signals imaginary 
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part[13]. So envelope detection process can be shown 

as in following equation.  

2 2( ) ( ) ( )e t x t x t                           (2) 

Where e(t) is envelope of signal, x(t) is original signal 

and  ̂(t) is Hilbert transform. 

 

Here Hilbert transform will provides imaginary part of 

signal. it can be defined by following equation. 

1 ( )
( )

f x
F t dx

t x






                          (3) 

Where F(t) is Hilbert transform of input signal f(x). 

Using above equation we can find analytical signal 

from original signal. Its absolute value is envelope of 

any signal. Following results are obtained by using 

envelope detection process.  

 

 
Fig. 5 Original VS 1

st
 Envelop 

 

In Fig. 5 it is clear that smoothing process reduces 

sharp changes in the signal. We can see that the event 

is slightly delayed due to envelope process. Reason for 

such delay is due to reduction in frequency 

component. 

 

 

Fig. 6 Original VS 2
nd

 envelop 

 

In above figure it is clearly visible that during ERS we 

get spikes in smoothed data. This can form the basis 

for further analysis in statistical domain.  

3.3. Principal Component Analysis 

Principal Component Analysis (PCA) which is 

statistical process which can give weightage to 

features like signal repetition, spikes present and based 

on the change of this weightage it is possible to detect 

such events. PCA is statistical procedure which is 

divided into steps shown below. 

Mean of all the signals (64-channels) and all subjects 

(7-subjects) to whiten the signals. 

1

1 M

i

iM

m x


 
                             (4) 

Where xi is pixels of images 

Removal of common events present like eye blinking 

any other artifact present in whole signal by 

subtracting each subjects sample from mean. Signals 

are called as whitened signals. 

i i
w x m                                  (5) 

To form covariance matrix data matrix must be 

multiplied by data matrix dash (transpose of data 

matrix). 

T
C WW                                  (6) 

Calculate Eigen value and Eigen vector from 

covariance matrix. 

( ) ( )
T

i i i
WW Wd wd                  (7) 

Where wdi is Eigen vector and μi is Eigen value 

Sort the Eigen vector from ascending according to 

their corresponding Eigen values. To find projection 

of data onto Eigen space. Multiply data matrix with 

sorted Eigen Vector to get Eigen space. Select feature 

vector from projected image according to highest 

weightage by Eigen value. For our experimental setup 

we get 34 features per subject.  

3.4. Classification algorithms  

For classification LDA and Feed Forward Artificial 

Neural Network with back propagation weight update 

method is used. LDA is successfully used for many 

Brain Computer Interface methods. And has capability 

to provide classes with varying means and same 

covariance across database. Artificial Neural Network 

has the capability to classify nonlinear data. So in our 
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work we have implemented both methods in 

MATLAB and results are discussed in next chapter. 

 

4. Results and Discussion 

4.1. Results 

Using methodology discussed in section 3 we have 

generated following results. The charts are plotted 

according to features of 1
st
 order envelop features and 

2
nd

 order envelop features separately. Following chart 

shows results of LDA and ANN with features of 2
nd

 

order envelope detector. 

 

Table 1 Comparison of classification accuracy of LDA 

and ANN for 2
nd

 order derivative feature set. 

 
 
Table 2 Comparison of classification accuracy of LDA 

and ANN for 1
st
 order derivative feature set. 

 
 

From results of above two tables, 2
nd

 order envelope 

features provides highest accuracy rates compared to 

1
st
 order envelope features. Another notable outcome 

of this method is that LDA performed superior than 

ANN. the results of ANN can be improved if we use 

larger data set because of small number of data set 

generalization cannot be achieved by the ANN 

method. Another reason can be larger number of 

channels which leads to overfitting of the data. 

Whereas in the case of LDA it works well with 

smaller number of data set. So it has provided better 

results comparatively. 

4.2. Future Scope 

This work can be extended to more sophisticated 

classifier in neural network domain with more number 

of data set to achieve generalization. Another 

extension to this work could be reduction in number of 

EEG channels from total 64 to 5-6 channels so 

generalization to network becomes easier. Other 

higher order statistical features can be used in 

conjunction with PCA features to provide higher 

accuracy rate and improve robustness of algorithm.  
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